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CESM andmay be related to the underestimation of soil
carbon stocks, as discussed in section 5. Low biases in the
column-mean annual cycle persisted in the tropics and in
Southern Hemisphere midlatitudes, with CESM under-
estimating the observations by 30% and 40%, respectively
(Figs. 5e–g).

c. North–south gradients

The contemporary north–south gradient is determined
primarily by the fossil component of CO2 and annual-
mean land and ocean carbon sinks (Tans et al. 1990). In
1850, the north–south gradient in CESM was nearly flat;
the mean contrast between Mauna Loa and the South
Pole for 1850–60 was 0.05 6 0.06 ppm standard error
(Fig. 6a). The prominent peak in the tropics in the model
zonal mean was due to the diurnal covariance of net
ecosystem exchange and vertical mixing; at nighttime
vertical mixing is suppressed and CO2 from heterotro-
phic respiration is trapped within the boundary layer
(e.g., Fan et al. 1990; Denning et al. 1995). As a result,
the mole fractions in the atmospheric boundary layer
above tropical ecosystems were large in the annual mean.
If only daytimeCO2 data were averaged, then the peak in
tropical latitudes was not observed (Fan et al. 1990).
Likewise, the tropical peak was not observed in the zonal
mean for theCO2 total column since this quantity ismostly
insensitive to the vertical distribution of CO2.

There was only a gradual change in the north–south
gradient between 1850 and the beginning of the at-
mospheric observational record in the 1950s. During
1950–60, the Mauna Loa–South Pole contrast was 1.26
0.1 ppm (Fig. 6a). The growth of the gradient acceler-
ated between 1950 and 2000 such that between 2000 and
2005, the CO2 contrast between Mauna Loa and South
Pole was 3.1 6 0.1 ppm (standard error) in CESM, in
general agreement with the observed contrast of 2.9 6
0.1 ppm. This growth in the north–south gradient over

TABLE 4. Mean surface seasonal cycle amplitudes in NOAAGMD
flask data and CESM for eight north–south bins.

Region
GMD amplitude*

(ppm)
CESM amplitude**

(ppm)
Difference

(%)

608–908N 14.7 6 1.4 11.3 6 2.6 223
408–608N 14.0 6 2.9 8.2 6 3.2 241
158–408N 9.4 6 1.9 5.5 6 1.6 241
08–158N 5.1 6 2.0 3.2 6 0.2 237
08–158S 1.8 6 0.7 2.2 6 0.8 22
158–408S 1.1 6 0.3 0.9 6 0.4 218
408–608S 1.2 6 0.3 1.8 6 0.4 50
608–908S 1.3 6 0.2 1.9 6 0.7 46

* Average mean annual cycle amplitude for GMD flask sites lo-
cated within the latitude band.

** Average mean annual cycle sampled at the same GMD flask
sites within CESM.

FIG. 3. Hovm€oller diagram showing surface CO2 concentrations as a function of latitude and month of year for
(a) NOAA GMD observations and (b) CESM sampled at the same locations. The mean annual cycles for each
surface station from 1995 to 2005 have been binned into eight north–south regions (defined in Table 1), and the
annual mean has been subtracted in each latitude band.
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the atmospheric CO2 amplitude change and then
exploring potential mechanisms with historical
simulations of terrestrial ecosystem models.

We begin with spatially resolvedmonthly esti-
mates of NEP averaged over 2005 to 2010 that
have been optimized using terrestrial ecosystem
model simulations and current observations from
the global CO2 network in two atmospheric trans-
port models, Atmospheric Chemistry Transport
Model (ACTM) (20) and TM3 (21). We simulate
separate tracers in ACTM and TM3 representing
large regions (Fig. 3C) to assess their contribu-
tion to the seasonal CO2 cycle at different tropo-
spheric locations (Fig. 3, A and B), then we
adjust monthly NEP for the large regions by a
consistent fraction—that is, by changing the am-
plitude but not the phase in order to best match
the observed CO2 amplitude changes, roughly
centered on 155°W (Fig. 3, D to F) (22).

Exploiting our observation that CO2 ampli-
tude changes are much larger north of 45°N, we
optimize changes in NEP in boreal and Arctic
regions (Case 1 in Fig. 3, D to F), the regions
with stronger influence on CO2 cycles at high
latitudes compared with low latitudes (5) (Fig. 3,
A and B). Due to isentropic transport, the sea-
sonal cycle at 70°N and 500 mb is less sensitive to
the Arctic than to regions farther south (Fig. 3B),
showing that changes cannot only be occurring in
the Arctic. The optimal uniform change in NEP
amplitude in boreal and Arctic regions, fitting
to CO2 amplitude changes north of 45°N only,
is an 85% [73 to 107% confidence interval (CI)]
(23) increase. Extending NEP changes to include
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Fig. 1. Long-term trends in sea-
sonal CO2 cycles at Barrow and
Mauna Loa. Observed peak-to-
trough seasonal amplitude (A) and
phase (B), given by the day of year
of downward zero crossing, of CO2
concentration at Barrow (71°N, blue)

and Mauna Loa (20°N, black) measured by the Scripps CO2 Program (7, 8) and the NOAA Global
Monitoring Division (9). Growth rate of amplitude is given in percentage change per year, with 1 SD
uncertainty of T0.05 to 0.07% year–1. Seasonal CO2 cycles observed at Barrow (C) and Mauna Loa (D)
for the 1961 to 1963 or 1958 to 1963 and 2009 to 2011 time periods. The first 6 months of the year
are repeated.
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Fig. 2. Seasonal CO2 cycles observed by aircraft in 1958 to 1961 and 2009 to
2011. Seasonal cycles of CO2 at 500 mb in the upper row (A) and 700 mb in the
lower row (B) for each latitude band with aircraft data in both periods. Curves show
the seasonal cycles fit to the data, with uncertainties indicated by shaded areas.
Amplitudes of the seasonal cycle of CO2 for all locations with data available in both
periods (C). The IGY aircraft data cover the period 1958 to 1961; the early BRW and
MLO data cover 1961 to 1963 and 1958 to 1963. Uncertainties (55) are shown by
the shaded areas for 500 mb data and by error bars for 700 mb and BRW in 2009
to 2011. Uncertainties for BRW in 1961 to 1963 and MLO in both periods are
smaller than the symbol sizes.
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the observed CO2 amplitude changes, roughly
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Exploiting our observation that CO2 ampli-
tude changes are much larger north of 45°N, we
optimize changes in NEP in boreal and Arctic
regions (Case 1 in Fig. 3, D to F), the regions
with stronger influence on CO2 cycles at high
latitudes compared with low latitudes (5) (Fig. 3,
A and B). Due to isentropic transport, the sea-
sonal cycle at 70°N and 500 mb is less sensitive to
the Arctic than to regions farther south (Fig. 3B),
showing that changes cannot only be occurring in
the Arctic. The optimal uniform change in NEP
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The Northern Hemisphere atmospheric 
CO2 seasonal cycle amplitude (SCA) has 

been increasing since observations 
began in the late 1950s

Graven et al., 2013



temperate regions as well as Arctic and boreal re-
gions results in an optimal increase of 53% (46
to 65%CI), assuming uniform change over these
three regions (Case 2 in Fig. 3, D to F), or optimal
zone-specific increases of 23% (12 to 42% CI) in
the Arctic, 67% (57 to 87% CI) in the boreal, and
67% (54 to 89% CI) in the temperate region
(Case 3 in Fig. 3, D to F).

Allowing for changes in the temperate region
in Cases 2 and 3 improves the fit to high-latitude
data compared to Case 1 while significantly de-
creasing the change attributed to Arctic and boreal
regions. The simulations tend to produce frac-
tional changes in amplitude that are more uni-
form with altitude than the observations, which
show fractional changes in amplitude increase
with height at high latitudes, and they tend to
overestimate the CO2 amplitude change at lower
latitudes, which were not used in optimization.
Thismay partly result from transport errors, caused
by inaccuracies in modeled transport or unresolved
transport changes since 1960, or from represen-
tation errors, caused by low resolution in the at-
mospheric transport models or in the terrestrial
regions considered. Alternatively, the high-latitude
effects on low-latitude CO2 amplitudes may have
been counteracted by decreasing NEP amplitudes

in subtropical and tropical land regions. Fitting to
all data and allowing for changes in subtropical
and tropical NEP results in a change of –15% (–31
to 9% CI) in the tropics and subtropics (Case 4 in
Fig. 3, D to F) without significantly affecting the
optimal zone-specific NEP increases in the Arctic
and boreal regions, though theNEP increase in the
temperate region is reduced from Case 3.

The observations therefore require a wide-
spread increase in the seasonal exchange of car-
bon in northern regions. Our analysis suggests
that an additional 1.3 × 1015 to 2.0 × 1015 g car-
bon (Pg C) is exchanged with the atmosphere sea-
sonally byArctic, boreal, and temperate ecosystems
combined in 2009 to 2011 compared with 1958
to 1963, an increase of 32 to 59%. This seasonal
exchange represents the accumulation of carbon
on land during the growing season (typically
May to August) and the release of carbon during
the dormant season, after subtracting annual mean
exchange (17). Our analysis does not distinguish
between enhanced growing season uptake and
enhanced dormant season release, but changes in
these two opposing fluxes may not necessarily be
in balance.We do find, counter to previous studies
invoking dormant or early growing season trends
alone (1, 24), that strong increases in CO2 am-

plitude are unlikely to occur without enhanced
uptake in the main growing season. This is be-
cause the intense fluxes in the main growing season
(June and July) make a much larger contribution
to the seasonal CO2 amplitude than either the dor-
mant season (September to April) or the shoulder
seasons (May and August), as shown by calcu-
lations that examine contributions of the different
seasons to the CO2 cycle (25).

Enhancement in seasonal NEP is likely to be
greatest in boreal regions, where all four cases
require that the NEP amplitude changed by at
least 53%. Less definitive is the requirement for
decreased NEP amplitude in subtropical and
tropical regions, although this may be consistent
with the conversion of highly productive forests
to crop or pasture lands and increased drought
(26–30).

To explore potential mechanisms for chang-
ing NEP, we examine historical simulations of a
subset of terrestrial ecosystem models currently
participating in the fifth phase of the Coupled
Model Intercomparison Project (CMIP5) (31).
These models include simulations of CO2 fertiliza-
tion, climate change, and land use change, as well
as nonlinear interactions between these processes;
some additionally include dynamic vegetation
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Observations at different latitudes and different altitudes have 
shown differential increases, which can be used for flux inference

Graven et al., 2013



 
Figure S24 Footprint maps showing origins of air masses for Alert (ALT), Utqiagvik (Barrow, 
BRW), Cold Bay (CBA) and Shemya Island (SHM). For each station, individual 168-hour 
backward trajectories were reconstructed for the year 2015 at an hourly frequency, using the 
HYbrid Single-Particle Lagrangian Integrated Trajectory (HYSPLIT) model (13–15) driven by 
the 3-hourly meteorological fields from the Global Data Assimilation System (GDAS) archive 
run by National Centers for Environmental Prediction (NECP). Maps are color-coded based on 
the number of trajectories passing through each grid cell. The bold black lines delineate the 
three high-latitude tagged regions, i.e., NH_HighNA, NH_HighEU and NH_HighSIB. 

  

Lin et al., 2020
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Approach: Simulate regional contributions to atmospheric CO2 
distribution using optimized fluxes from inverse models
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Lin et al., 2020

 

Figure S2 Locations of assimilated surface stations in the Northern Hemisphere in the CO2 
inversions: (a) CAMSv17r1 and (b) CT2017. The green triangles in (a) represent the four 
marine boundary layer stations downwind of Siberia with data record dating back to the 1980s 
or earlier, i.e., Alert (ALT), Utqiagvik (Barrow, BRW), Cold Bay (CBA) and Shemya Island 
(SHM). The green circles in (b) indicate the inland tall towers in Siberia, which are assimilated 
in CT2017 but not in CAMSv17r1. 

  



Figure S2 (a) Map of 13 surface stations in Southern Hemisphere from the NOAA/ESRL 
network used for evaluation. Only stations with records longer than 15 years are selected. (b) 
Comparison of simulated versus observed CO2 SCA at these stations. The dotted and solid lines 
represent the unit line and least squares regression line, respectively. Error bars denote ±1σ 
standard deviation. 

  

Figure 1 (a) Map of tagged regions and Northern surface stations used in this study. Filled 
circles indicate stations from NOAA/ESRL network assimilated in CAMSv17r1 CO2 inversion, 
while open circles indicate Russian stations not assimilated. Colored symbols indicate gridcells 
where aircraft samples are assembled. (b) Close-up map from the blue box in (a), marking 
Russian stations.  
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Figure S6 Simulated annual cycles of CO2 (in black) and tracers (in colors) from different 
tagged regions at Utqiagvik (Barrow), Alaska, after removing long-term growth rates. The grey 
line indicates the observed CO2 annual cycles after detrending. Note that for a specific year, 
the Julian days when the CO2 and tracer curves reach the seasonal maxima or minima are not 
necessarily the same (phase shift). 
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Figure S7 Time series of observed and simulated CO2 SCA at selected stations in the Northern 
Hemisphere from NOAA’s GGGRN and at the Russian station Teriberka (TER). For each panel, 
black dots indicate CO2 SCA from observations, while red and blue dots indicate simulated 
SCA from CO2 inversion products CAMSv17r1 and CT2017, respectively. Both observed and 
simulated CO2 SCA from CAMSv17r1 were fitted over the time period when observations are 
available, with trends given as well (** p < 0.01, * p < 0.05). Solid and dotted lines indicate 
significant and non-significant trends, respectively. Panels are arranged by latitudes. 
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Figure S11 Simulated versus observed vertical profiles of CO2 SCA at 17 aircraft sites. For 
each panel, black dots indicate CO2 SCA from observations, while red and blue dots indicate 
simulated SCA from CO2 inversion products CAMSv17r1 and CT2017, respectively. Both 
observed and simulated mean SCA were estimated over the time period when observations are 
available. Panels are arranged by latitudes and correspond to aircraft sites noted in Fig. 1A. 
Error bars denote ±1σ. 
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Figure S5 Time series of CO2 concentrations between 0 km and 8 km from aircraft profiles at 
17 selected grid cells for model evaluation. Each line represents an individual observation from 
a particular aircraft campaign within the pixel, colored by levels of CO2 concentrations. Panels 
are arranged by latitudes and correspond to aircraft sites noted in Fig. 1A and SI Appendix Fig. 
S4d. 
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CO2 observed from aircraft provides independent evaluation of inversion results and 
ensures that results are not due to bias in vertical transport within atmospheric model.
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Figure S11 Simulated versus observed vertical profiles of CO2 SCA at 17 aircraft sites. For 
each panel, black dots indicate CO2 SCA from observations, while red and blue dots indicate 
simulated SCA from CO2 inversion products CAMSv17r1 and CT2017, respectively. Both 
observed and simulated mean SCA were estimated over the time period when observations are 
available. Panels are arranged by latitudes and correspond to aircraft sites noted in Fig. 1A. 
Error bars denote ±1σ. 

  



Figure 2 Evaluation of simulated versus observed CO2 SCA (a), trends (b) and gradients 
between 1 km and 4 km (c). For (a, b), filled (open) circles represent stations (not) assimilated 
in CAMSv17r1 CO2 inversion. Red, green and blue circles indicate high-latitude (60–90°N), 
mid-latitude (30–60°N), and low-latitude (0–30°N) stations. Dotted and solid lines represent 
the unit line and least squares regression line, respectively. The colored symbols in (c) 
correspond to those in Fig. 1a. Error bars denote ±1σ. 
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Particular focus on Siberian sites reveals modest mean bias in 
CAMS despite lack of assimilated observations there

 

Figure S9 Evaluation of simulated versus observed CO2 SCA at Russian sites. The simulated 
SCA are derived from model results with CAMSv17r1 (red) or CT2017 (blue). Observations 
from these Russian sites were assimilated in CT2017 but not in CAMSv17r1. The black dotted 
line represents the unit line, whereas the colored lines indicate the least squares regression lines 
between simulated versus observed CO2 SCA. Error bars denote ±1σ. 
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Figure 3 Regional contribution to mean CO2 SCA (a) and changes (∆SCA, in ppm) (b) for 
northern high-, mid- and low-latitude stations during 1980–2017, based on model results using 
NEE from CAMSv17r1 CO2 inversion. Only the 16 stations from NOAA/ESRL network and 
the non-assimilated station Teriberka in Russia are included. 
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Figure S6 Simulated annual cycles of CO2 (in black) and tracers (in colors) from different 
tagged regions at Utqiagvik (Barrow), Alaska, after removing long-term growth rates. The grey 
line indicates the observed CO2 annual cycles after detrending. Note that for a specific year, 
the Julian days when the CO2 and tracer curves reach the seasonal maxima or minima are not 
necessarily the same (phase shift). 

  



Figure 3 Regional contribution to mean CO2 SCA (a) and changes (∆SCA, in ppm) (b) for 
northern high-, mid- and low-latitude stations during 1980–2017, based on model results using 
NEE from CAMSv17r1 CO2 inversion. Only the 16 stations from NOAA/ESRL network and 
the non-assimilated station Teriberka in Russia are included. 

 

 

  

At high latitude sites, equable 
contributions to mean annual 

cycle from: 

— North America and Siberia 

— High latitude and temperate 
ecosystems

Lin et al., 2020 
Figure S6 Simulated annual cycles of CO2 (in black) and tracers (in colors) from different 
tagged regions at Utqiagvik (Barrow), Alaska, after removing long-term growth rates. The grey 
line indicates the observed CO2 annual cycles after detrending. Note that for a specific year, 
the Julian days when the CO2 and tracer curves reach the seasonal maxima or minima are not 
necessarily the same (phase shift). 

  



Figure 3 Regional contribution to mean CO2 SCA (a) and changes (∆SCA, in ppm) (b) for 
northern high-, mid- and low-latitude stations during 1980–2017, based on model results using 
NEE from CAMSv17r1 CO2 inversion. Only the 16 stations from NOAA/ESRL network and 
the non-assimilated station Teriberka in Russia are included. 

 

 

  

At high latitude sites, equable 
contributions to mean annual 

cycle from: 

— North America and Siberia 

— High latitude and temperate 
ecosystems

Lin et al., 2020



Figure 3 Regional contribution to mean CO2 SCA (a) and changes (∆SCA, in ppm) (b) for 
northern high-, mid- and low-latitude stations during 1980–2017, based on model results using 
NEE from CAMSv17r1 CO2 inversion. Only the 16 stations from NOAA/ESRL network and 
the non-assimilated station Teriberka in Russia are included. 

 

 

  

At high latitude sites, equable 
contributions to mean annual 

cycle from: 

— North America and Siberia 

— High latitude and temperate 
ecosystems

Lin et al., 2020
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Figure S18 Contribution of the six major tagged regions to site-level CO2 SCA, based on 
simulations using the inverted fluxes from (a) CAMSv17r1 and (b) CT2017 for 2000–2016. 
The orange, green and blue bars represent flux imprints from different tagged regions on x-axis 
for northern high-latitude (60–90°N; n=7), mid-latitude (30–60°N; n=5) and low-latitude (0–
30°N; n=5) stations, respectively, with the numbers in the parentheses showing the mean  
SCA averaged within station groups. Only the 16 stations from NOAA’s GGGRN and the non-
assimilated station Teriberka in Russia are included. 
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Siberian and temperate ecosystems together shape the overall
atmospheric CO2 seasonal amplification in the NH and confirm the
importance of northern extratropical land ecosystems in driving the
observed amplitude trend (2–4). Particularly, at northern high lat-
itudes in the lower troposphere, Siberian boreal forests and tundra
dominate the trend in SCA, whereas impacts from Arctic-boreal
North America are much smaller and geographically localized. At
northern surface midlatitudes and throughout the midtroposphere,
the dominant contributor is temperate ecosystems, but Siberia still
plays a significant role.
It should be noted that CAMSv17r1 did not directly assimilate

data from all atmospheric CO2 observation stations in Siberia,
calling into question the reliability of the large increasing trend
in NEE seasonality that drives the CO2 amplification in this
region. We note, however, that the spatial footprint of marine
boundary layer stations in northern high latitudes, particularly,
Utqiagvik (Barrow), Alert, Cold Bay, and Shemya Island (SI
Appendix, Fig. S2A), encompasses fluxes in northern and eastern
Siberia (SI Appendix, Fig. S24, and also see refs. 38–42). Further,
we used a Monte Carlo method to estimate uncertainties of the
posterior fluxes for NH_HighSIB between the time periods 2013
to 2017 and 1980 to 1984 (43, 44), which indicated that the
seasonal flux estimates during the peak growing season do not
overlap at the one-sigma level for the two time periods (SI Ap-
pendix, Fig. S20B). This robustness is confirmed by the good fit
of our CAMSv17r1-driven simulation against measurements
from the unassimilated Siberian sites (SI Appendix, Fig. S9), as

well as the agreement with results from the simulation driven by
CT2017 that assimilated these sites (SI Appendix, Figs. S7, S8,
and S11–S15). Therefore, despite the uncertainty inherent in
constraining fluxes in this undersampled region, the increasing
seasonal carbon exchange over the entire NH_HighSIB is sta-
tistically significant, and the seasonal amplitude increase reflects
enhanced net summer carbon uptake.
The strong high-latitude imprints on CO2 seasonal amplifica-

tion identified using our top-down approach corroborate obser-
vations of ecological changes and confirm that these changes
scale up to impart substantial trends on large-scale carbon cycle
dynamics within the region. At northern high latitudes, various
field and remote-sensing–based studies have shown a greening
trend and northward shrub expansion over the past several de-
cades (13, 45–47). Greening has been attributed to diverse cau-
ses, including the impact of warming on growing season length,
active layer depth over vast areas of permafrost, and water and
nutrient availability (48, 49). Changes in atmospheric composi-
tion via, e.g., CO2 fertilization may also increase the magnitude
of growing season productivity (8, 9). These changes likely lead
to enhanced summer carbon uptake and a deeper CO2 minimum
(1, 2, 4, 50). Site-level flux measurements and regional-scale
synthesis have also revealed increased wintertime carbon re-
lease over Arctic tundra in response to warming (51–55), with
increased CO2 buildup outside the growing season. Together,
these ecological changes have resulted in a substantial and

Fig. 3. (A and C) Contribution of the six major tagged regions to site-level CO2 SCA and ΔSCA in relation to (B and D) their NEE seasonal amplitudes (SCANEE)
and changes (ΔSCANEE). For A and C, the orange, green, and blue bars represent flux imprints from different tagged regions on x axis for northern high-
latitude (60 to 90 °N; n = 7), midlatitude (30 to 60 °N; n = 5), and low-latitude (0 to 30 °N; n = 5) stations, respectively, with the numbers in the parentheses
showing the mean SCA or ΔSCA averaged within station groups. Only the 16 stations from NOAA’s GGGRN and the nonassimilated station Teriberka in Russia
are included. For B and D, the gray and red bars represent the integrated and area-normalized SCANEE or ΔSCANEE for different tagged regions. Analyses were
based on NEE from the CAMSv17r1 inversion for 1980 to 2017.
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Equable contribution to mean SCA from high latitude North America and Siberia 
consistent with similar integrated flux amplitudes

Lin et al., 2020



Figure 3 Regional contribution to mean CO2 SCA (a) and changes (∆SCA, in ppm) (b) for 
northern high-, mid- and low-latitude stations during 1980–2017, based on model results using 
NEE from CAMSv17r1 CO2 inversion. Only the 16 stations from NOAA/ESRL network and 
the non-assimilated station Teriberka in Russia are included. 
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Siberia (SI Appendix, Fig. S24, and also see refs. 38–42). Further,
we used a Monte Carlo method to estimate uncertainties of the
posterior fluxes for NH_HighSIB between the time periods 2013
to 2017 and 1980 to 1984 (43, 44), which indicated that the
seasonal flux estimates during the peak growing season do not
overlap at the one-sigma level for the two time periods (SI Ap-
pendix, Fig. S20B). This robustness is confirmed by the good fit
of our CAMSv17r1-driven simulation against measurements
from the unassimilated Siberian sites (SI Appendix, Fig. S9), as

well as the agreement with results from the simulation driven by
CT2017 that assimilated these sites (SI Appendix, Figs. S7, S8,
and S11–S15). Therefore, despite the uncertainty inherent in
constraining fluxes in this undersampled region, the increasing
seasonal carbon exchange over the entire NH_HighSIB is sta-
tistically significant, and the seasonal amplitude increase reflects
enhanced net summer carbon uptake.
The strong high-latitude imprints on CO2 seasonal amplifica-

tion identified using our top-down approach corroborate obser-
vations of ecological changes and confirm that these changes
scale up to impart substantial trends on large-scale carbon cycle
dynamics within the region. At northern high latitudes, various
field and remote-sensing–based studies have shown a greening
trend and northward shrub expansion over the past several de-
cades (13, 45–47). Greening has been attributed to diverse cau-
ses, including the impact of warming on growing season length,
active layer depth over vast areas of permafrost, and water and
nutrient availability (48, 49). Changes in atmospheric composi-
tion via, e.g., CO2 fertilization may also increase the magnitude
of growing season productivity (8, 9). These changes likely lead
to enhanced summer carbon uptake and a deeper CO2 minimum
(1, 2, 4, 50). Site-level flux measurements and regional-scale
synthesis have also revealed increased wintertime carbon re-
lease over Arctic tundra in response to warming (51–55), with
increased CO2 buildup outside the growing season. Together,
these ecological changes have resulted in a substantial and

Fig. 3. (A and C) Contribution of the six major tagged regions to site-level CO2 SCA and ΔSCA in relation to (B and D) their NEE seasonal amplitudes (SCANEE)
and changes (ΔSCANEE). For A and C, the orange, green, and blue bars represent flux imprints from different tagged regions on x axis for northern high-
latitude (60 to 90 °N; n = 7), midlatitude (30 to 60 °N; n = 5), and low-latitude (0 to 30 °N; n = 5) stations, respectively, with the numbers in the parentheses
showing the mean SCA or ΔSCA averaged within station groups. Only the 16 stations from NOAA’s GGGRN and the nonassimilated station Teriberka in Russia
are included. For B and D, the gray and red bars represent the integrated and area-normalized SCANEE or ΔSCANEE for different tagged regions. Analyses were
based on NEE from the CAMSv17r1 inversion for 1980 to 2017.
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Northern Hemisphere surface shows regionally 
heterogeneous trends in seasonal amplitude

ΔCO2 Lin et al., 2020



At high latitudes, the imprint from North America is localized, 
whereas the influence of Siberia is wide-spread

Lin et al., 2020ΔCO2
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Figure S20 Trend in NEE seasonality for 1980–2017, based on fluxes from CAMSv17r1. (a) 
presents the spatial pattern of trend in the NEE seasonal amplitude (SCANEE). Only pixels with 
significant trends (p < 0.05) are shaded. The bold black lines delineate the three high-latitude 
tagged regions, i.e., NH_HighNA, NH_HighEU and NH_HighSIB. (b) presents a comparison 
of seasonal carbon exchanges between 2013–2017 and 1980–1984 averaged over Siberian 
ecosystems (i.e. the tagged region NH_HighSIB). The error bars for monthly fluxes are ±1σ 
posterior error standard deviation using the Monte Carlo method described in Ref. 12. The 
seasonal carbon exchange based on fluxes from CT2017 during 2013–2016 is also presented 
for comparison. 
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CAMS NEE shows strong increases in Siberia, western boreal North America, and 
temperate croplands



Simulated CO2 at 500 mb is much more strongly influenced by mid-latitude fluxes

ΔCO2
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Neither modeled nor observed trends are robust throughout 
free troposphere, likely due to large interannual variability

 
Figure S22 Evaluation of simulated versus observed vertical profiles of CO2 SCA trends at 17 
aircraft sites. For each panel, black dots indicate SCA trends from observations, while red and 
blue dots indicate simulated SCA trends from CO2 inversion products CAMSv17r1 and 
CT2017, respectively. Both observed and simulated SCA trends are estimated over the time 
period when observations are available. Filled circles represent significant trends (p < 0.05), 
whereas open circles with “+” represent marginally significant trends (p < 0.1). Panels are 
arranged by latitudes and correspond to the aircraft sites noted in Fig. 1A. Error bars denote 
±1σ. 
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Figure S23 Significance of the SCA trend as a function of data record length based on model 
results at 17 aircraft sites. For the definition of detectability of significant trend, see Materials 
and Methods for details. The point of intersection between each curve and the horizontal dotted 
line represents the minimal data length required to achieve ≥50% detectability of significant 
trend. Panels are arranged by latitudes and correspond to the aircraft sites noted in Fig. 1A. 
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representing key terrestrial processes like nutrient limitation (e.g., Winkler et al. 2019); these
biases have been used as the basis of an emergent constraint on the response of northern
ecosystems to elevated CO2 (Wenzel et al., 2016; Winkler et al. 2019). Newer iterations of
models used for CMIP6 updated key carbon cycle processes, and models that submitted CO2

data better capture the amplitude and trends in
the seasonal cycle of CO2 at Barrow (Fig. 1b).
Given these broad improvements in the CMIP6
models, we take a deeper look at atmospheric
CO2 dynamics that are simulated by
successive generations of the Community
Earth System Model (CESM).

Figure 1. Comparison of CMIP5 (a) and CMIP6 (b)
model simulations with observations from Point
Barrow, Alaska (71.3oN, 156.61oW). The values
plotted for each model are the change in the mean
CO2 amplitude over the last five years of the
simulation (2000-2005 and 2010-2015 for CMIP5
and CMIP6, respectively) versus the change in
amplitude at the end of the simulation relative to the
1975-1980 mean. Observations are averaged for the
same time period as model simulations. X-axis error
bars represent the standard deviation in the CO2

amplitude across years.

The magnitude and phasing of the seasonal
CO2 cycle has improved in successive
generations of the Community Earth System
Model (Fig. 2). The CESM1 (Hurrell et al.
2013) was one of two CMIP5 models that
included nitrogen limitation on plant growth.

However, like most models participating in the CMIP5 experiment, CESM1 underestimated the
mean CO2 amplitude for 1995-2005 compared to observations at Kumukahi, Mauna Loa, Niwot
Ridge, and Point Barrow (Fig. 2a-d; Graven et al. 2013), and underestimated trends in CO2

amplitude compared to observations (Fig. 2e-h). The magnitude of CO2 amplitude in CESM
version 2 (Danabasoglu et al. 2020) is more similar to observations than CESM1 (Fig. 2a-d),
with similar trends in the change in CO2 amplitude at all sites (Fig. 2e-h). Both model versions
underestimate the CO2 amplitude and the change in amplitude through time at high elevation
sites Mauna Loa and Niwot Ridge (Fig. 2b-c, f-g), suggesting some inaccuracies in atmospheric
transport (e.g., Keppel-Aleks et al. 2013; Lin et al. 2020). For example, CESM2 underestimates
observed amplitude at higher altitude sites compared to nearby sites at sea level (e.g.,
comparing Kumukahi, Fig. 2a, and Mauna Loa, Fig. 2b) highlighting the need for improvements
to the representation of vertical CO2 transport. While there have been numerous developments
between CESM1 and CESM2 that may contribute to differences in CO2 amplitude
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Improvements in modeling both amplitude and trend are seen in 
CMIP6 ensemble

Lombardozzi et al., in review
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(e.g.,Danabasoglu et al. 2020; Lawrence et al. 2019), the representation of agriculture
(Lombardozzi et al. 2020) is a key contributor to changes in CO2 amplitude (Fig. S1).

Figure 2. Annual cycle averaged for 1995-2005 (a-d) and trends (e-h) in CO2 amplitude at Cape Kumukahi, HI
(19.7oN,155.0oW; altitude = 0.3m), Mauna Loa, HI (19.5oN, 155.6oW, altitude = 3397.0m), Niwot Ridge, CO
(40.1oN, 105.6oW, altitude = 3523.0m), and Point Barrow, AK (71.3oN, 156.61oW, altitude = 11.0m) from
NOAA’s CO2 flask network (black), CESM1 (orange), and CESM2 (purple) simulations. Simulation data are
from the model grid cell and atmospheric level nearest the location of observation.

Agricultural N fertilization and the amplitude of atmospheric CO2

The role of human activities in emissions-driven ESM simulations is typically represented
through external model inputs of fossil fuel emissions and land use change, and few ESMs
represent land management processes associated with agriculture (Pongratz et al. 2018).
Agriculture is an important contributor to seasonal carbon fluxes in the extratropics (Zeng et al.
2014, Gray et al. 2014; Gaunter et al. 2014), which underscores the potential importance of
representing agriculture in ESMs (Corbin et al. 2017). However, in the CMIP5 ensemble few
ESMs included a representation of agricultural management, and none included agricultural N
fertilization (only two represent N limitation). In contrast, in CMIP6 five of the fourteen models
contributing ‘esm-hist’ simulations reported cropland N fertilizer fluxes.

For agricultural systems, which are designed to maximize plant productivity, the addition of
industrial N fertilizer is a fundamental aspect of modern crop management, and has sustained
human population growth (Galloway et al. 2004; Gruber and Galloway 2008; Robertson and
Vitousek 2009; Fowler et al. 2013). It is arguably the most important contribution to increased
crop yields over the past century (Stewart and Roberts 2012; Lombardozzi et al. 2020). Nitrogen
is a key nutrient required for plant growth, and its availability limits terrestrial carbon gain
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through primary production (LeBauer et al. 2008; Thomas et al. 2009). Using the new
representation of agricultural management (Lombardozzi et al. 2020; Lawrence et al. 2019) in
CESM2, we disentangle the contributions of increasing industrial N fertilizer use by comparing
simulations with and without industrial N fertilizer in agricultural regions and illustrate that by
2015, fertilizer contributes ~3 ppm of the increased Northern Hemisphere seasonal amplitude of
CO2 by 2015 (Fig. S1) and up to 9 ppm in key agricultural regions (Fig. 3a). Considering the
large impact of agricultural N fertilization on photosynthesis, growth, and carbon stocks
(Guanter et al. 2014; Lombardozzi et al. 2020), its large, local effect on seasonal carbon fluxes
is perhaps not surprising. However, the large contribution of industrial N fertilization to the
seasonal CO2 amplitude has not been previously identified due to difficulty in disentangling the
signal in observational data and inversion models, as well as the limited representation in
process models.

Figure 3. The change in mean amplitude of surface CO2 in CESM2 relative to a control simulation due to
agricultural fertilization (a). Panels b-e illustrate the change in land-only CLM5 simulations of net biome
production (NBP), the net flux of carbon from terrestrial ecosystems to the atmosphere, relative to a control
CLM5 simulation (fully transient forcings and management) due to agricultural N fertilization (b), CO2

fertilization (c), irrigation (d), and climate change (e). The CO2 fertilization scenario uses 1850 CO2

concentrations; and the climate change scenario cycles over 1900-1920 climate. All differences illustrated
here are the mean of 1996-2015.

Agricultural N fertilization causes similar spatial patterns of change in net biome production
(NBP) from land-only simulations (Fig. 3b) and CO2 amplitude from coupled simulations using
CESM2 (Fig. 3a). Net biome production represents the net land-air CO2 flux that determines
terrestrial contributions to atmospheric CO2 concentrations in the CESM2-esm-hist simulations.
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Wang et al. 2020) found that warmer temperatures decreased the seasonal amplitude of carbon
fluxes due to increased water stress.

Figure 4. The 1996-2015 average annual cycle (a) and historical trends in amplitude (b) of NBP from
land-only CESM2 (e.g., CLM5) simulations, averaged north of 30oN. The CLM5 simulation (purple) includes
transient atmospheric forcing and active crop management (irrigation and fertilization). Additional
perturbation simulations show the impacts of removing agricultural N fertilization (blue), not irrigating
(yellow), preindustrial climate (orange), and preindustrial CO2 (green).

While other agricultural management practices are critical for increased crop production and can
influence the carbon cycle (Lal 2004), they contribute less to the seasonal amplitude of carbon
fluxes than N fertilization. For example, although irrigation is an important aspect of agricultural
management, we find that its effect on Northern Hemisphere seasonal carbon fluxes is small
(3.5%) due to the relatively small proportion of crop area that is irrigated (Figs. 3d, 4). Irrigation
contributions to local carbon fluxes, for example in the Indo-Gangetic Plain, are similar in
magnitude to fertilization (Fig. 4d), suggesting that future expansion of irrigation may have
increasingly important impacts on carbon fluxes. Land conversion from forest to cropland is
another important component of agricultural management. Indeed, land cover change
significantly impacts the carbon cycle (Houghton et al. 2012; Lawrence et al. 2018) and
accounts for 18% of the total anthropogenic carbon emissions over the last 50 years
(Friedlingstein et al. 2019). However, it does not strongly contribute to changes in the seasonal
cycle of Northern Hemisphere carbon fluxes in CLM5 or other models (Piao et al. 2017; Bastos
et al. 2019).
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Figure 1. Average summer (JJA) GPP (g C m�2 d�1) for (a) CLM5.0 release, (b) our model recommendation, and (c) FLUXCOM, with the
differences between the two model simulations and FLUXCOM in (b) and (d). The latitudinal gradient of summer GPP is depicted in (f).

Figure 2. The annual cycle of (a) GPP, (b) TER, and (c) NEE from CLM5.0 and our model recommendation compared to FLUXCOM in the
ABZ. Non-productive grid cells in the ABZ are removed from the average, meaning where LAI = 0, which is standard procedure in CLM
analysis (Lawrence et al., 2019).
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Figure 5. ILAMB benchmark score of CLM5.0 model development recommendation against previous versions of CLM: 5.0 and 4.5 (a).
LAI seasonal results compared to MODIS (b).

Figure 6. Seasonal global GPP benchmarked in ILAMB. Our model
recommendation for the ABZ is applied globally and benchmarked
for GPP in CLM4.5 and CLM5.0.

ature and even precipitation may be more important at lower
latitudes. Experiments of high arctic tundra have shown that
senescence can be delayed by up to 15 d due to warming
(Marchand et al., 2004). Given this uncertainty, we suggest
that photoperiod is a sufficient and justified approximation
for fall dormancy, until better mechanistic relationships can
be derived from observational data. The late bias in fall phe-
nology has also been noted in other TBMs (Richardson et al.,
2012), also likely due to extrapolation of temperate schemes
to the high latitudes. Thus, our simple daylight threshold here
could be applicable to other models.

One of the most impactful changes to CLM5.0 GPP is the
use of maximum day length to scale Jmax, rather than 12 h.
Equation (1) would previously scale the prediction of Jmax
high, particularly in June with the summer solstice and day
length at its maximum. The previous use of 12 h for maxi-
mum day length is likely a holdover from using LUNA in
the tropics, as Bauerle et al. (2012) was the cited basis for
Eq. (1), which used maximum day length appropriately. Af-
ter we fix this substantial scaling bias, we find other algo-
rithms and parameterizations are more sensitive to model
changes. This opens up many avenues of model develop-
ment, some of which we are able to accomplish in this study,
like more realistic allocation parameters and scaling changes
to Jmax and Vcmax. For future steps, we argue that a re-
parameterization CLM is necessary, as previous model tun-
ings attempted to bring down the high GPP bias through pa-
rameter choices rather than this bug fix.

As with the length-of-day scaling described above, the
photosynthetic temperature acclimations in scaling of Jmax
and Vcmax were not created for ABZ latitudes and tend to ex-
acerbate model biases. We, therefore, recommend not using
these functions from Kattge and Knorr (2007) and stress the
need for further research on photosynthetic temperature ac-
climation in the ABZ, especially for projecting responses to
future climate. The current implementation generates unre-
alistic seasonal temperature response functions for GPP re-
sulting in model biases (Smith et al., 2017). Previous work
by Rogers et al. (2017) advocated for removing the 11 �C
limit from Kattge and Knorr (2007), but our tests of this
did not decrease productivity of the grasses and shrubs at
high latitudes (not shown) or offer any other improvements,
at least not without a re-parameterization of the acclima-
tion scheme. We do advise caution in using the Leuning
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Boreal and Arctic ecosystems in Siberia cause about half of high-latitude seasonal 
cycle amplification 

North American Arctic-boreal ecosystems indicate, at regional scale, a smaller net 
amplification 

This continental asymmetry is consistent with satellite metrics for ecosystem 
greening/browning 

Temperate ecosystems play a large role in shaping the annual cycle amplitude at high 
latitudes 

CESM2 shows that the bulk of the NEE amplitude change is due to agricultural 
nitrogen fertilization 

Conclusions
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